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ABSTRACT 

 
 Unit Commitment is one of the challenging tasks in the operation of power systems for scheduling the units over 
a scheduled time horizon. The objective is to determine the on/off status of thermal generating units and its power 
generation. Several methods have been proposed to solve the UC Problem. These include mathematical and non-
mathematical approaches. The limitations with the mathematical approach are that they suffer from the 
dimensionality problem. Computationally intelligent algorithms are able to handle these complex non-linear 
optimization problem producing high quality of solution.  In this paper various intelligent methods are analyzed to 
solve the unit commitment problem.   

Index Terms— Optimization, Unit Commitment, Simulated Annealing, Genetic Algorithm, PSO, Tabu Search  
 
I. INTRODUCTION 
UNIT COMMITMENT is a complex decision making 
process which involves the determination of  on/off 
status of generating units over a scheduled time 
horizon[1].The overall problem can be divided into two 
sub problems namely Economic Dispatch and Unit 
Commitment. The objective is to satisfy the power 
balance constraints at minimum operating cost. The exact 
solution to the UC problem can be obtained by complete 
enumeration which is quite time consuming. Therefore 
several solution methods have been proposed to solve the 
unit commitment problem. This includes deterministic 
and stochastic approaches. Deterministic  approaches 
include priority list method[2], dynamic programming 
[3],[4] Lagrangian relaxation[5], Bender’s 
Decomposition methods[6]. Priority list method is simple 
and very fast but they are highly heuristic and give 
schedules with relatively high production costs. In 
dynamic programming, it is relatively easy to add 
constraints that affect the power balance constraints since 
these constraints mainly affect the economic dispatch. 
Dynamic Programming is very accurate but suffers from 
the curse of dimenionality because the problem grows 
rapidly as the number of generating units increases. 
Hence, it is required to limit the commitments considered 
at any hour through some simplification techniques such   
as truncation and fixed priority ordering. Obviously this 
leads to the sub-optimal solution. Lagrangian Relaxation 

method is more flexible in dealing with constraints. A 
lagrangian multiplier is defined for each constraint for 
each time period and the constraints are adjoined into the 
objective function of the relaxed problem. Major 
weakness of the method is the dual optimal solution 
which never satisfies the once relaxed coupling 
constraints. However, the degree of suboptimality 
decreases as the number of units increases.  This 
simplification, particularly for large scale systems, can 
lead to suboptimal schedules. Bender’s Decomposition 
the UC problem is decomposed into Master problem 
involving only the discrete commitment variables and a 
subproblem involving the continuous generation 
variables. The master problem and the economic dispatch 
subproblem are solved iteratively until the solution 
converges. The major difficulty in Benders 
decomposition approach is the determination of the 
solution of the master problem, which is still regarded as 
a large scale integer optimization problem. The drawback 
is its inability to handle the inequality constraints. 
Although the deterministic approaches are fast and 
simple yet they suffer from numerical convergence 
resulting in suboptimal solution. This is overcome by the 
stochastic search algorithms such as                                                       
Artificial Neural Networks, Genetic Algorithm, 
Simulated Annealing, Particle Swarm Optimization , and 
Tabu Search . This paper summarizes the various 
stochastic methods used in the UC problem-solving 
technique.  
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I. UNIT COMMITMENT PROBLEM FORMULATION 
 The objective of the UC problem is to minimize the 
total production cost over a scheduled time period. The 
total cost includes the fuel cost, start-up and shut-down 
cost. Fuel cost is calculated based on the unit heat rate 
and start-up costs are expressed as the function of 
number of hours the unit has been down. Shut-down 
cost are fixed for the units. The constraints that need to 
be satisfied are power balance constraints,  reserve 
constraint, unit initial status, unit minimum and 
maximum limit, minimum up time and minimum down 
time, unit status restrictions, unit ramp limits and crew 
constraints.  Equality constraint and reserve constraint 
are the coupling constraints which need to be satisfied 
for the system optimization.  
 
II. STOCHASTIC METHODS - REVIEW 

A) ARTIFICIAL NEURAL NETWORKS 
Artificial Neural Networks imitate the behavior of 

the biological network of neurons. The original hope 
for the development of ANNs is intended to take 
advantage of par- allel processors computing than 
traditional serial computation. Over the years, several 
models of ANNs and the learning algo- rithms that are 
associated with networks have been developed [7],[8]. 
The sigmoid characteristics of the Artificial Neural 
Networks can handle both equality and inequality 
constraints. Hopfield neural network (HNN) [9] can 
handle the stochastic nature of UCP. If the solution 
with ANN is not feasible then it is used as an initial 
point for the near optimal solution . Sasaki et al [10] 
scrutinized the possibility of solving optimization 
problems, in particular in UC by applying the Hopfield 
NN.  With an intelligent system such as ANN, the 
available scheduling information regarding a 
generating system can be stored and retrieved as part of 
the new solution process. With artificial neural network 
computing, the majority of time is spend on off-line 
training the network as ANN accumulates knowledge 
during off-line training from the given input/pattern 
data pairs. Once the network is completely trained, the 
on-line operation would involve a chain of simple 
arithmetic operations for which the processing time is 
very short as compared with analytical programming 
techniques.  

B) GENETIC ALGORITHM 
A genetic algorithm is a global search technique 

based on principles inspired from the genetic and 
evolution mechanisms observed in natural systems and 
populations of living beings i.e. natural selection, 

mutation, and recombination [11]. GAs differ than 
other conventional optimization techniques in many 
ways. They use the objective function itself and not the 
gradient; they search from a population of strings and 
not single point; and they work with a coding of the 
parameter set, not with the parameter themselves. 
Because of these reasons, and others, GAs are 
considered as an attractive alternative optimization 
technique. The GA is a simple algorithm that starts 
with random generation of a population. A population 
consists of a set of strings. Usually, the string size 
ranges between 50 and 1,000. The population may be 
of any size according to the accuracy required. The 
population size remains constant throughout the whole 
process. Each string in GAs may be divided into a 
number of sub-strings. The number of sub-strings, 
usually, equal s to the number of the problem 
variables. The problem variables are coded using 
suitable coding system. In this study binary coding 
system is used. In addition to coding and fitness 
evaluation, the simple GA comprises another three 
basic operations: reproduction, crossover and mutation. 
Each string of the old population goes through these 
three steps before a new population is generated. For 
the application of GAs to the unit commitment problem 
a simple binary alphabet was chosen to encode a 
solution. If N represents the number of units and H the 
scheduling period in hours, then with the assumption 
that at every hour a certain unit can be either ON or 
OFF, an H-bit string is needed to describe the operation 
schedule of a single unit. In such a string, a '1' at a 
certain location indicates that the unit is ON at this 
particular hour while a '0' indicates that the unit is OFF. 
The main feature of the GA approach for solving the 
UC problem [13]-[15] is the continuous encoded string 
chromosome, consisting of 24 state variables (one for 
each hour of the 24h time horizon) for N thermal 
power units. Each variable considered represents the 
number of power generating units to be committed at 
hour t of the 24h time horizon, according to the list of 
strict priority order.  

During the search process, constraints are being 
observed in following order: minimum up time and 
down time  and  output limits and ramp-rate limits 
respectively. If any of the proposed variables does not 
meet the given constraints, a penalty factor is being 
added to corresponding value of the performance 
function, making the solution candidate extremely 
unfavorable, thus reducing the probability of that 
individual's contribution to new generation solutions. 
An evaluation of the fitness function takes place during 
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the process of economic dispatch problem decision 
making, and is performed over a set of operating units 
proposed by the GA[16]. The whole procedure is being 
repeated in a number of loops, where the algorithm is 
always given a new initial chromosome, if that solution 
is better then the one obtained before. The main 
advantages of this approach are low computational 
time and storage requirements.   

 
C) SIMULATED ANNEALING 

Simulated Annealing technique was proposed by 
Kirkpatrick, Gelatt and Vecchi in 1983 [17]. It takes 
the advantage of analogy between the minimization of 
a cost function and gradually cooling a metal until it 
reaches its freezing point, where the energy of the 
system acquires a  

global minimum [18] The algorithm proposed by 
Metopolis et al [19], [20] are based on the iterative 
procedure, which simulates the transition of atoms in 
equilibrium at a given temperature. Simopoulos et al 
proposed SA algorithm combined with a dynamic 
economic dispatch for the solution of the UC problem 
with ramp rate constraints. Based on the solution 
schedule provided by the SA algorithm, the inclusion 
of ramp rate is achieved with the modification of limits 
either by a backward or a forward sequence of 
conventional economic dispatch. The application of SA 
for unit commitment was reported by Zhuang and 
Galiana in 1990 [21]. They have compared the SA 
algorithm with Lagrangian relaxation and iterative 
improvement algorithms and have shown that SA is 
easily adaptable to problems with complicated 
constraints.  

D) PARTICLE SWARM OPTIMISATION 
Particle swarm optimization (PSO) was first 

proposed by Kennedy and Eberhart [22] in 1995. PSO 
is a population based searching algorithm. This 
approach simulates the simplified social system such as 
fish schooling and birds flocking. PSO is initialized by 
a population of potential solutions called particles. 
Each particle flies in the search space with a certain 
velocity. The particle’s flight is influenced by cognitive 
and social information attained during its exploration. 
It has very few tunable parameters and the evolutionary 
process is very simple. It has been successfully applied 
to solve nonlinear, combinatorial, multimodal and 
multi-objective problems. It is capable of providing 
quality solutions to many complex power system 
problems. In ref [23]binary coded PSO algorithm using 
tanh function is proposed to solve the UCP and the 
real-coded PSO algorithm is used to solve the EDP.  
From [23] Because of the intrinsic nature of updates of 
positions and velocities it generates better solutions. 
The second reason is the introduction of tanh function 
in UCP increase the probability of flipping the status of 
the binary variable thereby improving the performance 

of the binary PSO and determines the optimal status.  
E) TABU SEARCH 

Tabu Search (TS) is a powerful optimization procedure 
that has been successfully applied to a number of 
combinatorial optimization problems [24]-[27]. It has 
the ability to avoid entrapment in local minima by 
employing a flexible memory system. In [28] a simple 
TS algorithm based on short-term memory has been 
proposed for solving the UCP. TS is used to solve the 
combinatorial optimization, and the nonlinear 
optimization is solved via a quadratic programming 
routine . The algorithm contains three major steps 
generating randomly feasible trail solutions, calculating 
the objective function of the given solution by solving 
the EDP and applying the TS procedures to accept or 
reject the solution in hand. Long-term hydroscheduling 
and UC problems are solved very efficiently using tabu 
search algorithms. 
 
III.  CONCLUSION 
Stochastic approaches have been extensively applied to 
unit commitment problem and a plenty of research 
publications in this research area have come. In this 
paper, an attempt has been made to identify a detailed 
survey of the application of intelligent techniques in 
the field of unit commitment problem. The inference 
from the survey is that the combination of different 
intelligent techniques produce the best optimal solution 
in solving the unit commitment problem. In order to be 
feasible, the method to be developed must be flexible, 
efficient and reliable.  
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